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This repository aims to provide simple and ready-to-use tutorials for TensorFlow. The explanations are present in the wiki [https://github.com/astorfi/TensorFlow-World/wiki] associated with this repository.

Each tutorial includes source code and associated documentation.
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Motivation

There are different motivations for this open source project. TensorFlow (as we write this document) is one of / the best deep learning frameworks available. The question that should be asked is why has this repository been created when there are so many other tutorials about TensorFlow available on the web?


Why use TensorFlow?

Deep Learning is in very high interest these days - there’s a crucial need for rapid and optimized implementations of the algorithms and architectures. TensorFlow is designed to facilitate this goal.

The strong advantage of TensorFlow is it flexibility in designing highly modular models which can also be a disadvantage for beginners since a lot of the pieces must be considered together when creating the model.

This issue has been facilitated as well by developing high-level APIs such as Keras [https://keras.io/] and Slim [https://github.com/tensorflow/models/blob/master/inception/inception/slim/README.md//] which abstract a lot of the pieces used in designing machine learning algorithms.

The interesting thing about TensorFlow is that it can be found anywhere these days. Lots of the researchers and developers are using it and its community is growing at the speed of light! So many issues can be dealt with easily since they’re usually the same issues that a lot of other people run into considering the large number of people involved in the TensorFlow community.




What’s the point of this repository?

Developing open source projects for the sake of just developing something is not the reason behind this effort.
Considering the large number of tutorials that are being added to this large community, this repository has been created to break the jump-in and jump-out process that usually happens to most of the open source projects, but why and how?

First of all, what’s the point of putting effort into something that most of the people won’t stop by and take a look? What’s the point of creating something that does not help anyone in the developers and researchers community? Why spend time for something that can easily be forgotten? But how we try to do it? Even up to this
very moment there are countless tutorials on TensorFlow whether on the model design or TensorFlow
workflow.

Most of them are too complicated or suffer from a lack of documentation. There are only a few available tutorials which are concise and well-structured and provide enough insight for their specific implemented models.

The goal of this project is to help the community with structured tutorials and simple and optimized code implementations to provide better insight about how to use TensorFlow quick and effectively.

It is worth noting that, the main goal of this project is to provide well-documented tutorials and less-complicated code!






TensorFlow Installation and Setup the Environment

[image: alternate text]
 [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/installation]In order to install TensorFlow please refer to the following link:



	TensorFlow Installation [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/installation]







[image: _images/installation.gif]
 [https://www.youtube.com/watch?v=_3JFEPk4qQY&t=2s]The virtual environment installation is recommended in order to prevent package conflict and having the capacity to customize the working environment.




TensorFlow Tutorials

The tutorials in this repository are partitioned into relevant categories.




Warm-up

[image: alternate text]








	#

	topic

	Source Code

	




	1

	Start-up

	Welcome [https://github.com/astorfi/TensorFlow-World/tree/master/codes/0-welcome]  / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/0-welcome/code/0-welcome.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/0-welcome]











Basics

[image: alternate text]








	#

	topic

	Source Code

	




	2

	TensorFLow Basics

	Basic Math Operations [https://github.com/astorfi/TensorFlow-World/tree/master/codes/1-basics/basic_math_operations]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/basic_math_operations/code/basic_math_operation.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/1-basics/basic_math_operations]



	3

	TensorFLow Basics

	TensorFlow Variables [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/variables/README.rst]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/variables/code/variables.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/1-basics/variables]











Basic Machine Learning

[image: alternate text]








	#

	topic

	Source Code

	




	4

	Linear Models

	Linear Regression [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_regression]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_regression/code/linear_regression.ipynb]

	Documentation [https://www.machinelearningmindset.com/linear-regression-with-tensorflow/]



	5

	Predictive Models

	Logistic Regression [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/logistic_regression]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/logistic_regression/code/logistic_regression.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/2-basics_in_machine_learning/logistic_regression]



	6

	Support Vector Machines

	Linear SVM [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_svm]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_svm/code/linear_svm.ipynb]

	


	7

	Support Vector Machines

	MultiClass Kernel SVM [https://github.com/astorfi/TensorFlow-World/blob/master/codes/2-basics_in_machine_learning/multiclass_svm]  / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/2-basics_in_machine_learning/multiclass_svm/code/multiclass_svm.ipynb]

	










Neural Networks

[image: alternate text]








	#

	topic

	Source Code

	




	8

	Multi Layer Perceptron

	Simple Multi Layer Perceptron [https://github.com/astorfi/TensorFlow-World/blob/master/codes/3-neural_networks/multi-layer-perceptron]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/3-neural_networks/multi-layer-perceptron/code/train_mlp.ipynb]

	


	9

	Convolutional Neural Network

	Simple Convolutional Neural Networks [https://github.com/astorfi/TensorFlow-World/tree/master/codes/3-neural_networks/convolutional-neural-network]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/3-neural_network/convolutiona_neural_network]



	10

	Autoencoder

	Undercomplete Autoencoder [https://github.com/astorfi/TensorFlow-World/tree/master/codes/3-neural_networks/undercomplete-autoencoder]

	Documentation [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/3-neural_network/autoencoder]



	11

	Recurrent Neural Network

	RNN  / IPython

	










Some Useful Tutorials



	TensorFlow Examples [https://github.com/aymericdamien/TensorFlow-Examples] - TensorFlow tutorials and code examples for beginners


	Sungjoon’s TensorFlow-101 [https://github.com/sjchoi86/Tensorflow-101] - TensorFlow tutorials written in Python with Jupyter Notebook


	Terry Um’s TensorFlow Exercises [https://github.com/terryum/TensorFlow_Exercises] - Re-create the codes from other TensorFlow examples


	Classification on time series [https://github.com/guillaume-chevalier/LSTM-Human-Activity-Recognition] - Recurrent Neural Network classification in TensorFlow with LSTM on cellphone sensor data










Contributing

When contributing to this repository, please first discuss the change you wish to make via issue,
email, or any other method with the owners of this repository before making a change. For typos, please
do not create a pull request. Instead, declare them in issues or email the repository owner.

Please note we have a code of conduct, please follow it in all your interactions with the project.


Pull Request Process

Please consider the following criterions in order to help us in a better way:



	The pull request is mainly expected to be a code script suggestion or improvement.


	A pull request related to non-code-script sections is expected to make a significant difference in the documentation. Otherwise, it is expected to be announced in the issues section.


	Ensure any install or build dependencies are removed before the end of the layer when doing a build and creating a pull request.


	Add comments with details of changes to the interface, this includes new environment variables, exposed ports, useful file locations and container parameters.


	You may merge the Pull Request in once you have the sign-off of at least one other developer, or if you do not have permission to do that, you may request the owner to merge it for you if you believe all checks are passed.










Final Note

We are looking forward to your kind feedback. Please help us to improve this open source project and make our work better.
For contribution, please create a pull request and we will investigate it promptly. Once again, we appreciate
your kind feedback and elaborate code inspections.
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 [https://zenodo.org/badge/latestdoi/86115145]This repository is aimed to provide simple and ready-to-use tutorials for TensorFlow. The explanations are present in the wiki [https://github.com/astorfi/TensorFlow-World/wiki] associated with this repository. Each tutorial has a source code and its documentation.
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Motivation

There are different motivations for this repository. Some are TensorFlow-related which is one of the bests up to the moment that
this document is being written! The question is why this repository has been created among all other available tutorials on the web?


Why using TensorFlow?

A deep learning is of great interest these days, the crucial necessity for rapid and optimized implementation of the algorithms
and designing architectures is the software environment. TensorFlow is designed to facilitate this goal. The strong advantage of
TensorFlow is it flexibility is designing highly modular model which also can be a disadvantage too for beginners since lots of
the pieces must be considered together for creating the model. This issue has been facilitated as well by developing high-level APIs
such as Keras [https://keras.io/] and Slim [https://github.com/tensorflow/models/blob/master/inception/inception/slim/README.md//]
which gather lots of the design puzzle pieces. The interesting point about TensorFlow is that its trace can be found anywhere these days.
Lots of the researchers and developers are using it and its community is growing with the speed of light! So the possible issues can
be overcame easily since they might be the issues of lots of other people considering a large number of people involved in TensorFlow community.




What’s the point of this repository?

Developing open source project for the sake of just developing something is not the reason behind for this effort.
Considering the large number of tutorials that are being added to this large community, this repository has been created to break the
jump-in and jump-out process usually happens to most of the open source projects, but why and how?

First of all, what’s the point of putting effort on something that most of the people won’t stop by and take a look? What’s the point of creating something that does not
help anyone in the developers and researchers community? Why spending time for something that can easily be forgotten? But how we try to do it? Even up to this
very moment there are countless tutorials on TensorFlow whether on the model design or TensorFlow
workflow. Most of them are too complicated or suffer from a lack of documentation. There are only a few available tutorials which are concise and well-structured
and provide enough insight for their specific implemented models. The goal of this project is to help the community with structured tutorials
and simple and optimized code implementation to provide better insight about how to use TensorFlow fast and efficient. It is worth
noting that, the main goal of this project is providing well-documented tutorials and less-complicated codes!






TensorFlow Tutorials

The tutorials in this repository are partitioned into relevant categories.









	#

	topic

	Source Code

	




	1

	Start-up

	Welcome [https://github.com/astorfi/TensorFlow-World/tree/master/codes/0-welcome]  / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/0-welcome/code/0-welcome.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/0-welcome]



	2

	TensorFLow Basics

	Basic Math Operations [https://github.com/astorfi/TensorFlow-World/tree/master/codes/1-basics/basic_math_operations]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/basic_math_operations/code/basic_math_operation.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/1-basics/basic_math_operations]



	3

	TensorFLow Basics

	TensorFlow Variables [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/variables/README.rst]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/1-basics/variables/code/variables.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/1-basics/variables]



	4

	Machine Learning

	Linear Regression [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_regression]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_regression/code/linear_regression.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/2-basics_in_machine_learning/linear_regression]



	5

	Machine Learning

	Logistic Regression [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/logistic_regression]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/logistic_regression/code/logistic_regression.ipynb]

	Documentation [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/2-basics_in_machine_learning/logistic_regression]



	6

	Machine Learning

	Linear SVM [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_svm]  / IPython [https://github.com/astorfi/TensorFlow-World/tree/master/codes/2-basics_in_machine_learning/linear_svm/code/linear_svm.ipynb]

	


	7

	Machine Learning

	MultiClass Kernel SVM [https://github.com/astorfi/TensorFlow-World/blob/master/codes/2-basics_in_machine_learning/multiclass_svm]  / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/2-basics_in_machine_learning/multiclass_svm/code/multiclass_svm.ipynb]

	


	8

	Neural Networks

	Multi Layer Perceptron [https://github.com/astorfi/TensorFlow-World/blob/master/codes/3-neural_networks/multi-layer-perceptron]   / IPython [https://github.com/astorfi/TensorFlow-World/blob/master/codes/3-neural_networks/multi-layer-perceptron/code/train_mlp.ipynb]

	


	9

	Neural Networks

	Convolutional Neural Networks [https://github.com/astorfi/TensorFlow-World/tree/master/codes/3-neural_networks/convolutional-neural-network]

	Documentation [https://github.com/astorfi/TensorFlow-World/blob/master/docs/tutorials/3-neural_network/convolutiona_neural_network]



	10

	Neural Networks

	Undercomplete Autoencoder [https://github.com/astorfi/TensorFlow-World/tree/master/codes/3-neural_networks/undercomplete-autoencoder]

	








TensorFlow Installation and Setup the Environment

In order to install TensorFlow please refer to the following link:



	TensorFlow Installation [https://github.com/astorfi/TensorFlow-World/tree/master/docs/tutorials/installation]







[image: _images/installation.gif]
 [https://www.youtube.com/watch?v=_3JFEPk4qQY&t=2s]The virtual environment installation is recommended in order to prevent package conflict and having the capacity to customize the working environment. The TensorFlow version employed for these tutorials is 1.1. However, the files from previous versions can be transformed to newer versions (ex: version 1.1) using the instructions available in the following link:



	Transitioning to TensorFlow 1.0 [https://www.tensorflow.org/install/migration/]










Some Useful Tutorials



	TensorFlow Examples [https://github.com/aymericdamien/TensorFlow-Examples] - TensorFlow tutorials and code examples for beginners


	Sungjoon’s TensorFlow-101 [https://github.com/sjchoi86/Tensorflow-101] - TensorFlow tutorials written in Python with Jupyter Notebook


	Terry Um’s TensorFlow Exercises [https://github.com/terryum/TensorFlow_Exercises] - Re-create the codes from other TensorFlow examples


	Classification on time series [https://github.com/guillaume-chevalier/LSTM-Human-Activity-Recognition] - Recurrent Neural Network classification in TensorFlow with LSTM on cellphone sensor data










Contributing

When contributing to this repository, please first discuss the change you wish to make via issue,
email, or any other method with the owners of this repository before making a change. For typos, please
do not create a pull request. Instead, declare them in issues or email the repository owner.

Please note we have a code of conduct, please follow it in all your interactions with the project.


Pull Request Process

Please consider the following criterions in order to help us in a better way:



	The pull request is mainly expected to be a code script suggestion or improvement.


	A pull request related to non-code-script sections is expected to make a significant difference in the documentation. Otherwise, it is expected to be announced in the issues section.


	Ensure any install or build dependencies are removed before the end of the layer when doing a build and creating a pull request.


	Add comments with details of changes to the interface, this includes new environment variables, exposed ports, useful file locations and container parameters.


	You may merge the Pull Request in once you have the sign-off of at least one other developer, or if you do not have permission to do that, you may request the owner to merge it for you if you believe all checks are passed.










Final Note

We are looking forward to your kind feedback. Please help us to improve this open source project and make our work better.
For contribution, please create a pull request and we will investigate it promptly. Once again, we appreciate
your kind feedback and elaborate code inspections.
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Welcome to TensorFlow World

The tutorials in this section are just a start for going into the TensorFlow world.

We using Tensorboard for visualizing the outcomes. TensorBoard is the graph visualization tools provided by TensorFlow. Using Google’s words: “The computations you’ll use TensorFlow for - like training a massive deep neural network - can be complex and confusing. To make it easier to understand, debug, and optimize TensorFlow programs, we’ve included a suite of visualization tools called TensorBoard.” A simple Tensorboard implementation is used in this tutorial.

NOTE:*



	The details of summary operations, Tensorboard, and their advantages are beyond the scope of this tutorial and will be presented in more advanced tutorials.








Preparing the environment

At first, we have to import the necessary libraries.

from __future__ import print_function
import tensorflow as tf
import os





Since we are aimed to use Tensorboard, we need a directory to store the information (the operations and their corresponding outputs if desired by the user). This information is exported to event files by TensorFlow. The event files can be transformed to visual data such that the user is able to evaluate the architecture and the operations. The path to store these event files is defined as below:

# The default path for saving event files is the same folder of this python file.
tf.app.flags.DEFINE_string(
'log_dir', os.path.dirname(os.path.abspath(__file__)) + '/logs',
'Directory where event logs are written to.')

# Store all elements in FLAG structure!
FLAGS = tf.app.flags.FLAGS





The os.path.dirname(os.path.abspath(__file__)) gets the directory name of the current python file. The tf.app.flags.FLAGS points to all defined flags using the FLAGS indicator. From now on the flags can be called using FLAGS.flag_name.

For convenience, it is useful to only work with absolute paths. By using the following script, the user is prompt to use absolute paths for the log_dir directory.

# The user is prompted to input an absolute path.
# os.path.expanduser is leveraged to transform '~' sign to the corresponding path indicator.
#       Example: '~/logs' equals to '/home/username/logs'
if not os.path.isabs(os.path.expanduser(FLAGS.log_dir)):
    raise ValueError('You must assign absolute path for --log_dir')








Inauguration

Some sentence can be defined by TensorFlow:

# Defining some sentence!
welcome = tf.constant('Welcome to TensorFlow world!')





The tf. operator performs the specific operation and the output will be a Tensor. The attribute name="some_name" is defined for better Tensorboard visualization as we see later in this tutorial.




Run the Experiment

The session, which is the environment for running the operations, is executed as below:

# Run the session
with tf.Session() as sess:
    writer = tf.summary.FileWriter(os.path.expanduser(FLAGS.log_dir), sess.graph)
    print("output: ", sess.run(welcome))

# Closing the writer.
writer.close()
sess.close()





The tf.summary.FileWriter is defined to write the summaries into event files.The command of sess.run() must be used for evaluation of any Tensor otherwise the operation won’t be executed. In the end by using the writer.close(), the summary writer will be closed.
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Welcome to TensorFlow World

The tutorials in this section are just a start for going into the TensorFlow world.

We using Tensorboard for visualizing the outcomes. TensorBoard is the graph visualization tools provided by TensorFlow. Using Google’s words: “The computations you’ll use TensorFlow for - like training a massive deep neural network - can be complex and confusing. To make it easier to understand, debug, and optimize TensorFlow programs, we’ve included a suite of visualization tools called TensorBoard.” A simple Tensorboard implementation is used in this tutorial.

NOTE:*



	The details of summary operations, Tensorboard, and their advantages are beyond the scope of this tutorial and will be presented in more advanced tutorials.








Preparing the environment

At first, we have to import the necessary libraries.

from __future__ import print_function
import tensorflow as tf
import os





Since we are aimed to use Tensorboard, we need a directory to store the information (the operations and their corresponding outputs if desired by the user). This information is exported to event files by TensorFlow. The even files can be transformed to visual data such that the user is able to evaluate the architecture and the operations. The path to store these even files is defined as below:

# The default path for saving event files is the same folder of this python file.
tf.app.flags.DEFINE_string(
'log_dir', os.path.dirname(os.path.abspath(__file__)) + '/logs',
'Directory where event logs are written to.')

# Store all elements in FLAG structure!
FLAGS = tf.app.flags.FLAGS





The os.path.dirname(os.path.abspath(__file__)) gets the directory name of the current python file. The tf.app.flags.FLAGS points to all defined flags using the FLAGS indicator. From now on the flags can be called using FLAGS.flag_name.

For convenience, it is useful to only work with absolute paths. By using the following script, the user is prompt to use absolute paths for the log_dir directory.

# The user is prompted to input an absolute path.
# os.path.expanduser is leveraged to transform '~' sign to the corresponding path indicator.
#       Example: '~/logs' equals to '/home/username/logs'
if not os.path.isabs(os.path.expanduser(FLAGS.log_dir)):
    raise ValueError('You must assign absolute path for --log_dir')








Basics

Some basic math operations can be defined by TensorFlow:

# Defining some constant values
a = tf.constant(5.0, name="a")
b = tf.constant(10.0, name="b")

# Some basic operations
x = tf.add(a, b, name="add")
y = tf.div(a, b, name="divide")





The tf. operator performs the specific operation and the output will be a Tensor. The attribute name="some_name" is defined for better Tensorboard visualization as we see later in this tutorial.




Run the Experiment

The session, which is the environment for running the operations, is executed as below:

# Run the session
with tf.Session() as sess:
    writer = tf.summary.FileWriter(os.path.expanduser(FLAGS.log_dir), sess.graph)
    print("output: ", sess.run(welcome))

# Closing the writer.
writer.close()
sess.close()





The tf.summary.FileWriter is defined to write the summaries into event files.The command of sess.run() must be used for evaluation of any Tensor otherwise the operation won’t be executed. In the end by using the writer.close(), the summary writer will be closed.




Results

The results for running in the terminal is as bellow:

a = 5.0
b = 10.0
a + b = 15.0
a/b = 0.5





If we run the Tensorboard using tensorboard --logdir="absolute/path/to/log_dir" we get the following when visualiaing the Graph:


[image: ../../../_images/graph-run.png]
Figure 1: The TensorFlow Graph.









          

      

      

    

  

    
      
          
            
  
Introduction to TensorFlow Variables: Creation, Initialization

This tutorial deals with defining and initializing TensorFlow variables.




Introduction

Defining variables is necessary because they hold the parameters.
Without having parameters, training, updating, saving, restoring and any
other operations cannot be performed. The defined variables in
TensorFlow are just tensors with certain shapes and types. The tensors
must be initialized with values to become valid. In this tutorial, we
are going to explain how to define and initialize variables. The
source
code [https://github.com/astorfi/TensorFlow-World/tree/master/codes/1-basics/variables]
is available on the dedicated GitHub repository.




Creating variables

For a variable generation, the class of tf.Variable() will be used. When
we define a variable, we basically pass a tensor and its value
to the graph. Basically, the following will happen:



	A variable tensor that holds a value will be pass to the
graph.


	By using tf.assign, an initializer set initial variable value.







Some arbitrary variables can be defined as follows:

import tensorflow as tf
from tensorflow.python.framework import ops

#######################################
######## Defining Variables ###########
#######################################

# Create three variables with some default values.
weights = tf.Variable(tf.random_normal([2, 3], stddev=0.1),
                      name="weights")
biases = tf.Variable(tf.zeros([3]), name="biases")
custom_variable = tf.Variable(tf.zeros([3]), name="custom")

# Get all the variables' tensors and store them in a list.
all_variables_list = ops.get_collection(ops.GraphKeys.GLOBAL_VARIABLES)





In the above script, ops.get_collection gets the list of all defined variables
from the defined graph. The “name” key, define a specific name for each
variable on the graph




Initialization

Initializers of the variables must be run before all other
operations in the model. For an analogy, we can consider the starter of
the car. Instead of running an initializer, variables can be
restored too from saved models such as a checkpoint file. Variables
can be initialized globally, specifically, or from other variables. We
investigate different choices in the subsequent sections.


Initializing Specific Variables

By using tf.variables_initializer, we can explicitly command the
TensorFlow to only initialize a certain variable. The script is as follows

# "variable_list_custom" is the list of variables that we want to initialize.
variable_list_custom = [weights, custom_variable]

# The initializer
init_custom_op = tf.variables_initializer(var_list=all_variables_list)





Noted that custom initialization does not mean that we don’t need to
initialize other variables! All variables that some operations will be
done upon them over the graph, must be initialized or restored from
saved variables. This only allows us to realize how we can initialize
specific variables by hand.




Golobal variable initialization

All variables can be initialized at once using the
tf.global_variables_initializer(). This op must be run after the model constructed.
The script is as below:

# Method-1
# Add an op to initialize the variables.
init_all_op = tf.global_variables_initializer()

# Method-2
init_all_op = tf.variables_initializer(var_list=all_variables_list)





Both the above methods are identical. We only provide the second one to
demonstrate that the tf.global_variables_initializer() is nothing
but tf.variables_initializer when you yield all the variables as the input argument.




Initilization of a variables using other existing variables

New variables can be initialized using other existing variables’ initial
values by taking the values using initialized_value().

Initialization using predefined variables’ values

# Create another variable with the same value as 'weights'.
WeightsNew = tf.Variable(weights.initialized_value(), name="WeightsNew")

# Now, the variable must be initialized.
init_WeightsNew_op = tf.variables_initializer(var_list=[WeightsNew])





As it can be seen from the above script, the WeightsNew variable is
initialized with the values of the weights predefined value.






Running the session

All we did so far was to define the initializers’ ops and put them on the
graph. In order to truly initialize variables, the defined initializers’
ops must be run in the session. The script is as follows:

Running the session for initialization

with tf.Session() as sess:
    # Run the initializer operation.
    sess.run(init_all_op)
    sess.run(init_custom_op)
    sess.run(init_WeightsNew_op)





Each of the initializers has been run separated using a session.




Summary

In this tutorial, we walked through the variable creation and
initialization. The global, custom and inherited variable initialization
have been investigated. In the future posts, we investigate how to save
and restore the variables. Restoring a variable eliminate the necessity
of its initialization.
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Linear Regression using TensorFlow

This tutorial is about training a linear model by TensorFlow to fit the
data. Alternatively, you can check this blog post [http://www.machinelearninguru.com/deep_learning/tensorflow/machine_learning_basics/linear_regresstion/linear_regression.html].




Introduction

In machine learning and statistics, Linear Regression is the modeling of
the relationship between a variable such as Y and at least one
independent variable as X. In the linear regression, the linear
relationship will be modeled by a predictor function which its
parameters will be estimated by the data and is called a Linear Model.
The main advantage of Linear Regression algorithm is its simplicity using
which it is very straightforward to interpret the new model and map the
data into a new space. In this article, we will introduce how to train a
linear model using TensorFLow and how to showcase the generated model.




Description of the Overall Process

In order to train the model, the TensorFlow loops through the data and
it should find the optimal line (as we have a linear model) that fits
the data. The linear relationship between two variables of X, Y is
estimated by designing an appropriate optimization problem for which the requirement


is a proper loss function. The dataset is available from the




Stanford course CS
20SI [http://web.stanford.edu/class/cs20si/index.html]: TensorFlow
for Deep Learning Research.




How to Do It in Code?

The process is started by loading the necessary libraries and the
dataset:

# Data file provided by the Stanford course CS 20SI: TensorFlow for Deep Learning Research.
# https://github.com/chiphuyen/tf-stanford-tutorials
DATA_FILE = "data/fire_theft.xls"

# read the data from the .xls file.
book = xlrd.open_workbook(DATA_FILE, encoding_override="utf-8")
sheet = book.sheet_by_index(0)
data = np.asarray([sheet.row_values(i) for i in range(1, sheet.nrows)])
num_samples = sheet.nrows - 1

#######################
## Defining flags #####
#######################
tf.app.flags.DEFINE_integer(
    'num_epochs', 50, 'The number of epochs for training the model. Default=50')
# Store all elements in FLAG structure!
FLAGS = tf.app.flags.FLAGS





Then we continue by defining and initializing the necessary variables:

# creating the weight and bias.
# The defined variables will be initialized to zero.
W = tf.Variable(0.0, name="weights")
b = tf.Variable(0.0, name="bias")





After that, we should define the necessary functions. Different tabs
demonstrate the defined functions:

def inputs():
    """
    Defining the place_holders.
    :return:
            Returning the data and label lace holders.
    """
    X = tf.placeholder(tf.float32, name="X")
    Y = tf.placeholder(tf.float32, name="Y")
    return X,Y





def inference():
    """
    Forward passing the X.
    :param X: Input.
    :return: X*W + b.
    """
    return X * W + b





def loss(X, Y):
    """
    compute the loss by comparing the predicted value to the actual label.
    :param X: The input.
    :param Y: The label.
    :return: The loss over the samples.
    """

    # Making the prediction.
    Y_predicted = inference(X)
    return tf.squared_difference(Y, Y_predicted)





# The training function.
def train(loss):
    learning_rate = 0.0001
    return tf.train.GradientDescentOptimizer(learning_rate).minimize(loss)





Next, we are going to loop through different epochs of data and perform
the optimization process:

with tf.Session() as sess:

    # Initialize the variables[w and b].
    sess.run(tf.global_variables_initializer())

    # Get the input tensors
    X, Y = inputs()

    # Return the train loss and create the train_op.
    train_loss = loss(X, Y)
    train_op = train(train_loss)

    # Step 8: train the model
    for epoch_num in range(FLAGS.num_epochs): # run 100 epochs
        for x, y in data:
          train_op = train(train_loss)

          # Session runs train_op to minimize loss
          loss_value,_ = sess.run([train_loss,train_op], feed_dict={X: x, Y: y})

        # Displaying the loss per epoch.
        print('epoch %d, loss=%f' %(epoch_num+1, loss_value))

        # save the values of weight and bias
        wcoeff, bias = sess.run([W, b])





In the above code, the sess.run(tf.global_variables_initializer())
initialize all the defined variables globally. The train_op is built
upon the train_loss and will be updated in each step. In the end, the
parameters of the linear model, e.g., wcoeff and bias, will be returned.
For evaluation, the prediction line and the original data will be
demonstrated to show how the model fits the data:

###############################
#### Evaluate and plot ########
###############################
Input_values = data[:,0]
Labels = data[:,1]
Prediction_values = data[:,0] * wcoeff + bias
plt.plot(Input_values, Labels, 'ro', label='main')
plt.plot(Input_values, Prediction_values, label='Predicted')

# Saving the result.
plt.legend()
plt.savefig('plot.png')
plt.close()





The result is depicted in the following figure:


[image: ../../../_images/updating_model.gif]


Figure 1: The original data alongside with the estimated linear
model.

The above animated GIF shows the model with some tiny movements which
demonstrate the updating process. As it can be observed, the linear
model is not certainly among the bests! However, as we mentioned, its
simplicity is its advantage!




Summary

In this tutorial, we walked through the linear model creation using
TensorFlow. The line which was found after training is not guaranteed
to be the best one. Different parameters affect the convergence
accuracy. The linear model is found using stochastic optimization and
its simplicity makes our world easier.
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Logistic Regression using TensorFlow

This tutorial is about training a logistic regression by TensorFlow for
binary classification.




Introduction

In Linear Regression using
TensorFlow [http://www.machinelearninguru.com/deep_learning/tensorflow/machine_learning_basics/linear_regresstion/linear_regression.html]
post we described how to predict continuous-valued parameters by
linearly modeling the system. What if the objective is to decide between
two choices? The answer is simple: we are dealing with a classification
problem. In this tutorial, the objective to decide whether the input
image is digit “0” or digit “1” using Logistic Regression. In another
word, whether it is digit “1” or not! The full source code is available
in the associated GitHub
repository [https://github.com/Machinelearninguru/Deep_Learning/tree/master/TensorFlow/machine_learning_basics/logistic_regression].




Dataset

The dataset that we work on that in this tutorial is the
MNIST [http://yann.lecun.com/exdb/mnist/] dataset. The main dataset
consists of 55000 training and 10000 test images. The images are 28x28x1
which each of them represent a hand-written digit from 0 to 9. We create
feature vectors of size 784 of each image. We only use 0 and 1 images
for our setting.




Logistic Regression

In linear regression the effort is to predict the outcome continuous
value using the linear function of $y=W^{T}x$. On the other hand, in
logistic regression we are determined to predict a binary label as
$y\in\{0,1\}$ in which we use a different prediction process as
opposed to linear regression. In logistic regression, the predicted
output is the probability that the input sample belongs to a targeted
class which is digit “1” in our case. In a binary-classification
problem, obviously if the $P(x\in\{target\_class\})$ = M, then
$P(x\in\{non\_target\_class\}) = 1 - M$. So the hypothesis can be
created as follows:

$$P(y=1|x)=h_{W}(x)={{1}\over{1+exp(-W^{T}x)}}=Sigmoid(W^{T}x) \ \
\ (1)$$ $$P(y=0|x)=1 - P(y=1|x) = 1 - h_{W}(x) \ \ \ (2)$$

In the above equations, Sigmoid function maps the predicted output into
probability space in which the values are in the range of $[0,1]$. The main
objective is to find the model using which when the input sample is “1”
the output becomes a high probability and becomes small otherwise. The
important objective is to design the appropriate cost function to
minimize the loss when the output is desired and vice versa. The cost
function for a set of data such as $(x^{i},y^{i})$ can be defined as
below:

$$Loss(W) =
\sum_{i}{y^{(i)}log{1\over{h_{W}(x^{i})}}+(1-y^{(i)})log{1\over{1-h_{W}(x^{i})}}}$$

As it can be seen from the above equation, the loss function consists of
two term and in each sample only one of them is non-zero considering the
binary labels.

Up to now, we defined the formulation and optimization function of the
logistic regression. In the next part, we show how to do it in code using
mini-batch optimization.




Description of the Overall Process

At first, we process the dataset and extract only “0” and “1” digits. The
code implemented for logistic regression is heavily inspired by our
Train a Convolutional Neural Network as a
Classifier [http://www.machinelearninguru.com/deep_learning/tensorflow/neural_networks/cnn_classifier/cnn_classifier.html]
post. We refer to the aforementioned post for having a better
understanding of the implementation details. In this tutorial, we only
explain how we process dataset and how to implement logistic regression
and the rest is clear from the CNN classifier post that we referred
earlier.




How to Do It in Code?

In this part, we explain how to extract desired samples from dataset and
to implement logistic regression using Softmax.






Process Dataset

At first, we need to extract “0” and “1” digits from MNIST dataset:

from tensorflow.examples.tutorials.mnist import input_data
mnist = input_data.read_data_sets("MNIST_data/", reshape=True, one_hot=False)

########################
### Data Processing ####
########################
# Organize the data and feed it to associated dictionaries.
data={}

data['train/image'] = mnist.train.images
data['train/label'] = mnist.train.labels
data['test/image'] = mnist.test.images
data['test/label'] = mnist.test.labels

# Get only the samples with zero and one label for training.
index_list_train = []
for sample_index in range(data['train/label'].shape[0]):
    label = data['train/label'][sample_index]
    if label == 1 or label == 0:
        index_list_train.append(sample_index)

# Reform the train data structure.
data['train/image'] = mnist.train.images[index_list_train]
data['train/label'] = mnist.train.labels[index_list_train]


# Get only the samples with zero and one label for test set.
index_list_test = []
for sample_index in range(data['test/label'].shape[0]):
    label = data['test/label'][sample_index]
    if label == 1 or label == 0:
        index_list_test.append(sample_index)

# Reform the test data structure.
data['test/image'] = mnist.test.images[index_list_test]
data['test/label'] = mnist.test.labels[index_list_test]





The code looks to be verbose but it’s very simple actually. All we want
is implemented in lines 28-32 in which the desired data samples are
extracted. Next, we have to dig into logistic regression architecture.




Logistic Regression Implementation

The logistic regression structure is simply feeding-forwarding the input
features through a fully-connected layer in which the last layer only
has two classes. The fully-connected architecture can be defined as
below:

###############################################
########### Defining place holders ############
###############################################
image_place = tf.placeholder(tf.float32, shape=([None, num_features]), name='image')
label_place = tf.placeholder(tf.int32, shape=([None,]), name='gt')
label_one_hot = tf.one_hot(label_place, depth=FLAGS.num_classes, axis=-1)
dropout_param = tf.placeholder(tf.float32)

##################################################
########### Model + Loss + Accuracy ##############
##################################################
# A simple fully connected with two class and a Softmax is equivalent to Logistic Regression.
logits = tf.contrib.layers.fully_connected(inputs=image_place, num_outputs = FLAGS.num_classes, scope='fc')





The first few lines are defining place-holders in order to put the
desired values on the graph. Please refer to this
post [http://www.machinelearninguru.com/deep_learning/tensorflow/neural_networks/cnn_classifier/cnn_classifier.html]
for further details. The desired loss function can easily be implemented
using TensorFlow using the following script:

# Define loss
with tf.name_scope('loss'):
    loss = tf.reduce_mean(tf.nn.softmax_cross_entropy_with_logits(logits=logits, labels=label_one_hot))

# Accuracy
with tf.name_scope('accuracy'):
    # Evaluate the model
    correct_pred = tf.equal(tf.argmax(logits, 1), tf.argmax(label_one_hot, 1))

    # Accuracy calculation
    accuracy = tf.reduce_mean(tf.cast(correct_pred, tf.float32))





The tf.nn.softmax_cross_entropy_with_logits function does the work.
It optimizes the previously defined cost function with a subtle
difference. It generates two inputs in which even if the sample is digit
“0”, the correspondent probability will be high. So
tf.nn.softmax_cross_entropy_with_logits function, for each class
predict a probability and inherently on its own, makes the decision.


Summary

In this tutorial, we described logistic regression and represented how to
implement it in code. Instead of making a decision based on the output
probability based on a targeted class, we extended the problem to a two
class problem in which for each class we predict the probability. In the future posts, we will extend this problem to multi-class problem and we
show it can be done with the similar approach.







          

      

      

    

  

    
      
          
            
  
Autoencoders and their implementations in TensorFlow

In this post, you will learn the concept behind Autoencoders as well how
to implement an autoencoder in TensorFlow.




Introduction

Autoencoders are a type of neural networks which copy its input to its
output. They usually consist of two main parts, namely Encoder and
Decoder. The encoder map the input into a hidden layer space which we
refer to as a code. The decoder then reconstructs the input from the
code. There are different types of Autoencoders:


	Undercomplete Autoencoders: An autoencoder whose code
dimension is less than the input dimension. Learning such an
autoencoder forces it to capture the most salient features.
However, using a big encoder and decoder in the lack of enough
training data allows the network to memorized the task and omits
learning useful features. In case of having linear decoder, it can
act as PCA. However, adding nonlinear activation functions to the
network makes it a nonlinear generalization of PCA.


	Regularized Autoencoders: Rather than limiting the size of
autoencoder and the code dimension for the sake of feature
learning, we can add a loss function to prevent it memorizing the
task and the training data.



	Sparse Autoencoders: An autoencoder which has a sparsity
penalty in the training loss in addition to the
reconstruction error. They usually being used for the
porpuse of other tasks such as classification. The loss is
not as straightforward as other regularizers, and we will
discuss it in another post later.


	Denoising Autoencoders (DAE): The input of a DAE is a
corrupted copy of the real input which is supposed to be
reconstructed. Therefore, a DAE has to undo the corruption
(noise) as well as reconstruction.


	Contractive Autoencoders (CAE): The main idea behind
these type of autoencoders is to learn a representation of
the data which is robust to small changes in the input.









	Variational Autoencoders: They maximize the probability of the
training data instead of copying the input to the output and
therefore does not need regularization to capture useful
information.




In this post, we are going to create a simple Undercomplete Autoencoder
in TensorFlow to learn a low dimension representation (code) of the
MNIST dataset.




Create an Undercomplete Autoencoder

We are going to create an autoencoder with a 3-layer encoder and 3-layer
decoder. Each layer of encoder downsamples its input along the spatial
dimensions (width, height) by a factor of two using a stride 2.
Consequently, the dimension of the code is 2(width) X 2(height) X
8(depth) = 32 (for an image of 32X32). Similarly, each layer of the
decoder upsamples its input by a factor of two (using transpose
convolution with stride 2).

import tensorflow.contrib.layers as lays

def autoencoder(inputs):
    # encoder
    # 32 file code blockx 32 x 1   ->  16 x 16 x 32
    # 16 x 16 x 32  ->  8 x 8 x 16
    # 8 x 8 x 16    ->  2 x 2 x 8
    net = lays.conv2d(inputs, 32, [5, 5], stride=2, padding='SAME')
    net = lays.conv2d(net, 16, [5, 5], stride=2, padding='SAME')
    net = lays.conv2d(net, 8, [5, 5], stride=4, padding='SAME')
    # decoder
    # 2 x 2 x 8    ->  8 x 8 x 16
    # 8 x 8 x 16   ->  16 x 16 x 32
    # 16 x 16 x 32  ->  32 x 32 x 1
    net = lays.conv2d_transpose(net, 16, [5, 5], stride=4, padding='SAME')
    net = lays.conv2d_transpose(net, 32, [5, 5], stride=2, padding='SAME')
    net = lays.conv2d_transpose(net, 1, [5, 5], stride=2, padding='SAME', activation_fn=tf.nn.tanh)
    return net






[image: ../../../_images/ae.png]
Figure 1: Autoencoder



The MNIST dataset contains vectorized images of 28X28. Therefore we
define a new function to reshape each batch of MNIST images to 28X28 and
then resize to 32X32. The reason of resizing to 32X32 is to make it a
power of two and therefore we can easily use the stride of 2 for
downsampling and upsampling.

import numpy as np
from skimage import transform

def resize_batch(imgs):
    # A function to resize a batch of MNIST images to (32, 32)
    # Args:
    #   imgs: a numpy array of size [batch_size, 28 X 28].
    # Returns:
    #   a numpy array of size [batch_size, 32, 32].
    imgs = imgs.reshape((-1, 28, 28, 1))
    resized_imgs = np.zeros((imgs.shape[0], 32, 32, 1))
    for i in range(imgs.shape[0]):
        resized_imgs[i, ..., 0] = transform.resize(imgs[i, ..., 0], (32, 32))
    return resized_imgs





Now we create an autoencoder, define a square error loss and an
optimizer.

import tensorflow as tf

ae_inputs = tf.placeholder(tf.float32, (None, 32, 32, 1))  # input to the network (MNIST images)
ae_outputs = autoencoder(ae_inputs)  # create the Autoencoder network

# calculate the loss and optimize the network
loss = tf.reduce_mean(tf.square(ae_outputs - ae_inputs))  # claculate the mean square error loss
train_op = tf.train.AdamOptimizer(learning_rate=lr).minimize(loss)

# initialize the network
init = tf.global_variables_initializer()





Now we can read the batches, train the network and finally test the
network by reconstructing a batch of test images.

from tensorflow.examples.tutorials.mnist import input_data

batch_size = 500  # Number of samples in each batch
epoch_num = 5     # Number of epochs to train the network
lr = 0.001        # Learning rate

# read MNIST dataset
mnist = input_data.read_data_sets("MNIST_data", one_hot=True)

# calculate the number of batches per epoch
batch_per_ep = mnist.train.num_examples // batch_size

with tf.Session() as sess:
    sess.run(init)
    for ep in range(epoch_num):  # epochs loop
        for batch_n in range(batch_per_ep):  # batches loop
            batch_img, batch_label = mnist.train.next_batch(batch_size)  # read a batch
            batch_img = batch_img.reshape((-1, 28, 28, 1))               # reshape each sample to an (28, 28) image
            batch_img = resize_batch(batch_img)                          # reshape the images to (32, 32)
            _, c = sess.run([train_op, loss], feed_dict={ae_inputs: batch_img})
            print('Epoch: {} - cost= {:.5f}'.format((ep + 1), c))

    # test the trained network
    batch_img, batch_label = mnist.test.next_batch(50)
    batch_img = resize_batch(batch_img)
    recon_img = sess.run([ae_outputs], feed_dict={ae_inputs: batch_img})[0]

    # plot the reconstructed images and their ground truths (inputs)
    plt.figure(1)
    plt.title('Reconstructed Images')
    for i in range(50):
        plt.subplot(5, 10, i+1)
        plt.imshow(recon_img[i, ..., 0], cmap='gray')
    plt.figure(2)
    plt.title('Input Images')
    for i in range(50):
        plt.subplot(5, 10, i+1)
        plt.imshow(batch_img[i, ..., 0], cmap='gray')
    plt.show()









          

      

      

    

  

    
      
          
            
  
Convolutional Neural Networks using TensorFlow

This tutorial deals with training a classifier using convolutional
neural networks. The source code is available at this link [https://github.com/astorfi/TensorFlow-World/tree/master/codes/3-neural_networks/convolutional-neural-network/].


Introduction

In this tutorial, we try to teach you how to implement a simple neural
network image classifier using Convolutional Neural Networks(CNNs).
The main goal of this post is to show hot to train a CNN classifier
using TensorFlow [https://www.tensorflow.org/] deep learning
framework developed by Google. The deep learning concepts such as the
details of CNNs will not be discussed here. In order to get a better
idea of convolutional layers and realize how the work please refer to
this
post [http://machinelearninguru.com/computer_vision/basics/convolution/convolution_layer.html].
In the next section, we start to describe procedure of learning the
classifier.




Input Pipeline

The dataset that we work on that in this tutorial is the
MNIST [http://yann.lecun.com/exdb/mnist/] dataset probably the most
famous dataset in computer vision because of its simplicity! The main
dataset consists of 60000 training and 10000 test images. However, there
might be different setups for these images. The one we use is the same
in the test set but we split the training set to 55000 images as train
and 5000 images as the validation set in the case that using
cross-validation for determining some hyper-parameters is desired. The
images are 28x28x1 which each of them represent a hand-written digit
from 0 to 9. Since this tutorial is supposed to be ready-to-use, we
provided the code to download and extract the MNIST data as a data
object. Thanks to TensorFlow its code is already written and is ready to
use and its source code is available at this
repository .
The code for downloading and extracting MNIST dataset is as is as below:

from tensorflow.examples.tutorials.mnist import input_data
import tensorflow as tf
mnist = input_data.read_data_sets("MNIST_data/", reshape=False, one_hot=False)
data = input.provide_data(mnist)





The above code download and extract MNIST data in the MNIST_data/
folder in the current directory that we are running the python script.
The reshape flag is set to False because we want the image format as
it is which is 28x28x1. The reason is that we are aimed to train a
CNN classifier which takes images as input. If the one_hot flag is set
to True it returns class labels as a one_hot label. However, we set
the one_hot flag to False for customized preprocessing and data
organization. The input.provide_data function is provided to get
any data with specific format separated by training and testing sets and
return the structured data object for further processing. From now on we
consider data as the data object.

In any of the train, validation and test attributes, sub-attributes of
images and labels exist. The have just not been depicted for the
simplicity of the above chart presentation. As an example if
data.train.imege is called its shape is
[number_of_training_sample,28,28,1]. It is recommended to play around
a little bit with the data object to grasp a better idea of how it works and
what is its output. The codes are available in the GitHub repository for
this post.




Network Architecture

After explanation of the data input pipeline, Now it’s the time to go
through the neural network architecture used for this tutorial. The
implemented architecture is very similar to
LeNet [http://yann.lecun.com/exdb/lenet/] although our architecture
is implemented in a fully-convolutional fashion, i.e., there is no
fully-connected layer and all fully-connected layers are transformed to
corresponding convolutional layers. In order to grasp a better idea of
how to go from a fully-connected layer to a convolutional one and vice
verse please refer to this
link [http://cs231n.github.io/convolutional-networks/]. The general
architecture schematic is as below:


[image: ../../../_images/architecture.png]
Figure 1: The general architecture of the network.



The image is depicted by
Tensorboard [https://www.tensorflow.org/get_started/summaries_and_tensorboard]
as a visualization tool for TensorFlow. Later on in this tutorial, the
way of using Tensorboard and make the most of it will be explained. As
it can be seen by the figure, the convolutional layers are followed by
pooling layers and the last fully-connected layer is followed by a
dropout layer to decrease the overfitting. The dropout will only be
applied in the training phase. The code for designing the architecture
is as below:

import tensorflow as tf
slim = tf.contrib.slim

def net_architecture(images, num_classes=10, is_training=False,
                     dropout_keep_prob=0.5,
                     spatial_squeeze=True,
                     scope='Net'):

    # Create empty dictionary
    end_points = {}

    with tf.variable_scope(scope, 'Net', [images, num_classes]) as sc:
        end_points_collection = sc.name + '_end_points'

        # Collect outputs for conv2d and max_pool2d.
        with tf.contrib.framework.arg_scope([tf.contrib.layers.conv2d, tf.contrib.layers.max_pool2d],
        outputs_collections=end_points_collection):

            # Layer-1
            net = tf.contrib.layers.conv2d(images, 32, [5,5], scope='conv1')
            net = tf.contrib.layers.max_pool2d(net, [2, 2], 2, scope='pool1')

            # Layer-2
            net = tf.contrib.layers.conv2d(net, 64, [5, 5], scope='conv2')
            net = tf.contrib.layers.max_pool2d(net, [2, 2], 2, scope='pool2')

            # Layer-3
            net = tf.contrib.layers.conv2d(net, 1024, [7, 7], padding='VALID', scope='fc3')
            net = tf.contrib.layers.dropout(net, dropout_keep_prob, is_training=is_training,
                               scope='dropout3')

            # Last layer which is the logits for classes
            logits = tf.contrib.layers.conv2d(net, num_classes, [1, 1], activation_fn=None, scope='fc4')

            # Return the collections as a dictionary
            end_points = slim.utils.convert_collection_to_dict(end_points_collection)

            # Squeeze spatially to eliminate extra dimensions.
            if spatial_squeeze:
                logits = tf.squeeze(logits, [1, 2], name='fc4/squeezed')
                end_points[sc.name + '/fc4'] = logits
            return logits, end_points

def net_arg_scope(weight_decay=0.0005):
    #Defines the default network argument scope.

    with tf.contrib.framework.arg_scope(
            [tf.contrib.layers.conv2d],
            padding='SAME',
            weights_regularizer=slim.l2_regularizer(weight_decay),
            weights_initializer=tf.contrib.layers.variance_scaling_initializer(factor=1.0, mode='FAN_AVG',
                                                                               uniform=False, seed=None,
                                                                               dtype=tf.float32),
            activation_fn=tf.nn.relu) as sc:
        return sc






Default Parameters and Operations

The function net_arg_scope is defined to share some attributes between
layers. It is very useful in the cases which some attributes like ‘SAME’
padding (which is zero-padding in essence) are joint between different
layer. It basically does the sharing variable with some pre-definitions.
Basically, it enables us to specify different operations and/or a set of
arguments to be passed to any of the defined operations in the
arg_scope. So for this specific case the argument
tf.contrib.layers.conv2d is defined and so all the convolutional
layers default parameters (which are set by the arg_scope) are as
defined in the arg_scope. The is more work to use this useful
arg_scope operation and it will be explained in the general TensorFlow
implementation details later on in this tutorial. It is worth noting
that all the parameters defined by arg_scope, can be overwritten
locally in the specific layer definition. As an example take a look at defining the tf.contrib.layers.conv2d layer(the
convolutional layer), the padding is set to ‘VALID’ although its
default been set to ‘SAME’ by the arg_scope operation. Now it’s the
time to explain the architecture itself by describing of how to create
convolutional and pooling layers.

ReLU has been used as the non-linear activation function for all the
layers except for the last layer(embedding layer). The famous Xavier
initialization has not been used for initialization of the network and
instead, the Variance-Scaling-Initializer has been used which provided
more promising results in the case of using ReLU activation. The
advantage is to keep the scale of the input variance constant, so it is
claimed that it does not explode or diminish by getting to the final
layer[reference] [https://www.tensorflow.org/api_docs/python/tf/contrib/layers/variance_scaling_initializer].
There are different types of variance-scaling initializers. The one we
used in is the one proposed by the paper Understanding the difficulty
of training deep feedforward neural
networks [http://jmlr.org/proceedings/papers/v9/glorot10a/glorot10a.pdf]
and provided by the TensorFlow. is the one proposed by the paper
Understanding the difficulty of training deep feedforward neural
networks [http://jmlr.org/proceedings/papers/v9/glorot10a/glorot10a.pdf]
and provided by the TensorFlow.




Convolution and Pooling Layers

Now it’s the time to build our convolutional architecture using
convolution and pooling layers which are defined in the
net_architecture panel in the above python script. It is worth noting
that since the output of layers(output tensors) are different by the
size the output sizes decrease gradually as we go through the depth of
the network, the matching between inputs-outputs of the layers must be
considered and at the end, the output of the last layer should be transformed
into a feature vector in order to be fed to the embedding layer.

Defining pooling layers is straightforward as it is shown. The defined pooling layer has the kernel size of 2x2 and a stride
of 2 in each dimension. This is equivalent to extract the maximum in
each 2x2 windows and the stride makes no overlapping in the chosen
windows for max pooling operation. In order to have a better
understanding of pooling layer please refer to this
link [https://www.tensorflow.org/api_docs/python/tf/contrib/layers/max_pool2d].

Convolution layers can be defined using
tf.contrib.layers [https://www.tensorflow.org/api_docs/python/tf/contrib/layers].
The default padding is set to ‘SAME’ as mentioned before. loosely
speaking, ‘SAME’ padding equals to same spatial dimensions for output
feature map and input feature map which contains zero padding to
matching the shapes and theoretically, it is done equally on every side
of the input map. One the other hand, ‘VALID’ means no padding. The
overall architecture of the convolution layer is as depicted below:


[image: ../../../_images/convlayer.png]
Figure 2: The operations in the convolutional layer.



The number of output feature maps is set to 32 and the spatial kernel size is set to [5,5]. The
stride is [1,1] by default. The scope argument is for defining
the name for the layer which is useful in different scenarios such as
returning the output of the layer, fine-tuning the network and graphical
advantages like drawing a nicer graph of the network using Tensorboard.
Basically, it is the representative of the layer and adds all the
operations into a higher-level node.

We overwrote the padding type. It is changed to
‘VALID’ padding. The reason is behind the characteristics of the
convolutional layer. It is operating as a
fully-connected layer. It is not because of the ‘VALID’ padding
though. The ‘VALID’ padding is just part of the mathematical operation.
The reason is that the input to this layer has the spatial size of
7x7 and the kernel size of the layer is the same. This is obvious
because when the input size of the convolutional layer equals to its
kernel size and ‘VALID’ pooling is used, the output is only one single
neuron if the number of output feature map equals to 1. So if the number
of output feature maps is equals to 1024, this layer operates like and
filly-connected layer with 1024 output hidden units!




Dropout Layer

The dropout is one of the most famous methods in order to prevent
over-fitting. This operation randomly kills a portion of the neurons to
stochastically force the neurons to learn more useful information.
The method is stochastic and it’s been widely used in neural
network architecture and presented promising results. The dropout_keep_prob argument determines
the portion of the neurons which remains untouched and will not be
disabled by the dropout layer. Moreover, the flag is_training is
supposed to affect the dropout layer and force it to be active in the training phase and deactive in
the test/evaluation phase.




Embedding Layer


	A Convolutional layer results in a 4-dimensional tensor with the dimensionality of

	[batch_size, width, height, channel]. As a result, the embedding layer





combines all the channels except the first one indicating the batches.
So the dimension of [batch_size, width, height, channel] becomes
[batch_size, width x height x channel]. This
is the last fully-connected layer prior to softmax which the number of
its output units must be equal to the number of classes. The output of
this layer has the dimensionality of [batch_size, 1, 1, num_classes].
The tf.squeeze function does the embedding operation which its output dimension
is [batch_size, num_classes]. It is worth noting that the scope of the
last layer overwrites the scope=’fc4’.






The TensorFlow Graph

At this time, after describing the network design and different layers,
it is the time to present how to implement this architecture using
TensorFlow. With TensorFlow everything should be defined on something
called GRAPH. The graphs have the duty to tell the TensorFlow backend to
what to do and how to do the desired operations. TensorFlow uses Session
to run the operations.

The graph operations are executed in session environment which contains
state of variables. For running each created session a specific graph is
needed because each session can only be operated on a single graph. So
multiple graphs cannot be used in a single session. If the users do
not explicitly use a session by its name, the default session will be
used by TensorFlow.

A graph contains tensors and the operations defined on that graph. So
the graph can be used on multiple sessions. Again like the sessions, if
a graph is not explicitly defined by the user, the TensorFlow itself sets
a default graph. Although there is no harm working with the default
graph, but explicitly defining the graph is recommended. The general
graph of out experimental setup is as below:


[image: https://github.com/astorfi/TensorFlow-World/blob/master/docs/_img/graph.png]
Figure 3: The TensorFlow Graph.



The graph is explicitly defined in our experiments. The following
script, panel by panel, shows the graph design of our experiments:

graph = tf.Graph()
with graph.as_default():

    # global step
    global_step = tf.Variable(0, name="global_step", trainable=False)

    # learning rate policy
    decay_steps = int(num_train_samples / FLAGS.batch_size *
                      FLAGS.num_epochs_per_decay)
    learning_rate = tf.train.exponential_decay(FLAGS.initial_learning_rate,
                                               global_step,
                                               decay_steps,
                                               FLAGS.learning_rate_decay_factor,
                                               staircase=True,
                                               name='exponential_decay_learning_rate')


    # Place holders
    image_place = tf.placeholder(tf.float32, shape=([None, height, width, num_channels]), name='image')
    label_place = tf.placeholder(tf.float32, shape=([None, FLAGS.num_classes]), name='gt')
    dropout_param = tf.placeholder(tf.float32)


    # MODEL
    arg_scope = net.net_arg_scope(weight_decay=0.0005)
    with tf.contrib.framework.arg_scope(arg_scope):
        logits, end_points = net.net_architecture(image_place, num_classes=FLAGS.num_classes, dropout_keep_prob=dropout_param,
                                       is_training=FLAGS.is_training)

    # Define loss
    with tf.name_scope('loss'):
        loss = tf.reduce_mean(tf.nn.softmax_cross_entropy_with_logits(logits=logits, labels=label_place))

    # Accuracy
    with tf.name_scope('accuracy'):
        # Evaluate model
        correct_pred = tf.equal(tf.argmax(logits, 1), tf.argmax(label_place, 1))

        # Accuracy calculation
        accuracy = tf.reduce_mean(tf.cast(correct_pred, tf.float32))


    # Define optimizer by its default values
    optimizer = tf.train.AdamOptimizer(learning_rate=learning_rate)

    # Gradient update.
    with tf.name_scope('train'):
        grads_and_vars = optimizer.compute_gradients(loss)
        train_op = optimizer.apply_gradients(grads_and_vars, global_step=global_step)


    arr = np.random.randint(data.train.images.shape[0], size=(3,))
    tf.summary.image('images', data.train.images[arr], max_outputs=3,
                     collections=['per_epoch_train'])

    # Histogram and scalar summaries sammaries
    for end_point in end_points:
        x = end_points[end_point]
        tf.summary.scalar('sparsity/' + end_point,
                          tf.nn.zero_fraction(x), collections=['train', 'test'])
        tf.summary.histogram('activations/' + end_point, x, collections=['per_epoch_train'])

    # Summaries for loss, accuracy, global step and learning rate.
    tf.summary.scalar("loss", loss, collections=['train', 'test'])
    tf.summary.scalar("accuracy", accuracy, collections=['train', 'test'])
    tf.summary.scalar("global_step", global_step, collections=['train'])
    tf.summary.scalar("learning_rate", learning_rate, collections=['train'])

    # Merge all summaries together.
    summary_train_op = tf.summary.merge_all('train')
    summary_test_op = tf.summary.merge_all('test')
    summary_epoch_train_op = tf.summary.merge_all('per_epoch_train')





Each of the above sections will be explained in the following subsections
using the same naming convention for convenience.


Graph Default

As mentioned before, it is recommended to set the graph manually and in
that section, we named the graph to be graph. Later on, it will
notice that this definition is useful because we can pass the graph to
other functions and sessions and it will be recognized.




Parameters

Different parameters are necessary for the learning procedure. The
global_step is one of which. The reason behind
defining the global_step is to have a track of where we are in the
training procedure. It is a non-learnable tensor and should be
incremented per each gradient update which will be done over each batch.
The decay_steps determines after how many steps
or epochs the learning rate should be decreased by a predefined policy.
As can be seen num_epochs_per_decay defines the decay factor
which is restricted to the number of passed epochs. The learning_rate
tensor determines the learning rate policy.
Please refer to TensorFlow official documentation for grasping a better
idea of the tf.train.exponential_decay layer. It is worth noting that
the tf.train.exponential_decay layer takes global_step as its
counter to realize when it has to change the learning rate.




Place Holders

The tf.placeholder operation creates a placeholder variable tensor
which will be fed to the network in testing/training phase. The images
and labels must have placeholders because they are in essence the inputs
to the network in training/testing phase. The type and shape of the
place-holders must be defined as required parameters. The first dimension of the shape argument is set to
None which allows the place holder to get any dimension. The first
dimension is the batch_size and is flexible.

The dropout_param placeholder takes the probability of keeping a
neuron active. The reason behind defining a place-holder for the dropout
parameter is to enable the setup to take this parameter in running each
any session arbitrary which enrich the experiment to disable it when
running the testing session.




Model and Evaluation Tensors

The default provided parameters are determined by
arg_scope operator. The
tf.nn.softmax_cross_entropy_with_logits is operating on the un-normalized
logits as the loss function. This function computes the softmax
activation internally which makes it more stable. Finally, the accuracy is computed.




Training Tensors

Now it’s the time to define the training tensors. The Adam Optimizer is used as one of the best current optimization
algorithms and has been utilized widely used because of its adaptive
characteristics and outstanding performance. The gradients must
be computed using the defined loss tensor and those computations must
be added as the train operations to the graph. Basically ‘train_op’
is an operation that is run for gradient update on parameters. Each
execution of ‘train_op’ is a training step. By passing ‘global_step’
to the optimizer, each time that the ‘train_op’ is run, TensorFlow
update the ‘global_step’ and increment it by one!




Summaries

In this section, we describe how to create summary operations and save
them into allocated tensors. Eventually, the summaries should be
presented in Tensorboard in order to visualize what is happening
inside of the network black-box. There are different types of summaries.
Three type of image, scalar and histogram summaries are used in this
implementations. In order to avoid this post to becoming too verbose, we
do not go in depth of the explanation for summary operations and we will
get back to it in another post.

The image summaries are created which has the duty of
visualizing the input elements to the summary tensor. These elements here
are 3 random images from the train data. In The outputs of different layers will be fed to the relevant summary tensor.
Finally, some scalar summaries are created in order
to track the training convergence and testing performance. The
collections argument in summary definitions is a supervisor which direct
each summary tensor to the relevant operation. For example, some
summaries only need to be generated in training phase and some are only
needed in testing. We have a collection named ‘per_epoch_train’ too
and the summaries which only have to be generated once per epoch in the
training phase will be stored in this list. Eventually, the summaries are gathered in the
corresponding summary lists using the collections key.






Training

Now it’s the time to go through the training procedure. It consists of
different steps which start by session configuration to saving the
model checkpoint.


Configuration and Initialization

First of all the tensors should be gathered for convenience and the
session must be configured. The code is as below:

tensors_key = ['cost', 'accuracy', 'train_op', 'global_step', 'image_place', 'label_place', 'dropout_param',
                   'summary_train_op', 'summary_test_op', 'summary_epoch_train_op']
tensors = [loss, accuracy, train_op, global_step, image_place, label_place, dropout_param, summary_train_op,
               summary_test_op, summary_epoch_train_op]
tensors_dictionary = dict(zip(tensors_key, tensors))

# Configuration of the session
session_conf = tf.ConfigProto(
    allow_soft_placement=FLAGS.allow_soft_placement,
    log_device_placement=FLAGS.log_device_placement)
sess = tf.Session(graph=graph, config=session_conf)





As it is clear, all the tensors are stored in a
dictionary to be used later by the corresponding keys. The allow_soft_placement
flag allows the switching back-and-forth between different devices.
This is useful when the user allocated ‘GPU’ to all operations without
considering the fact that not all operations are supported by GPU using
the TensorFlow. In this case, if the allow_soft_placement operator is
disabled, errors can block the program to continue and the user must start the debugging
process but the usage of the active flag prevent this issue by automatically
switch from a non-supported device to the supported one. The
log_device_placement flag is to present which operations are set on
what devices. This is useful for debugging and it projects a verbose
dialog in the terminal. Eventually, the session is taken
using the defined graph. The training phase starts using the
following script:

with sess.as_default():
    # Run the saver.
    # 'max_to_keep' flag determine the maximum number of models that the tensorflow save and keep. default by TensorFlow = 5.
    saver = tf.train.Saver(max_to_keep=FLAGS.max_num_checkpoint)

    # Initialize all variables
    sess.run(tf.global_variables_initializer())

    ###################################################
    ############ Training / Evaluation ###############
    ###################################################
    train_evaluation.train(sess, saver, tensors_dictionary, data,
                             train_dir=FLAGS.train_dir,
                             finetuning=FLAGS.fine_tuning,
                             num_epochs=FLAGS.num_epochs, checkpoint_dir=FLAGS.checkpoint_dir,
                             batch_size=FLAGS.batch_size)

    train_evaluation.evaluation(sess, saver, tensors_dictionary, data,
                           checkpoint_dir=FLAGS.checkpoint_dir)





The tf.train.Saver is run in order to provide an
operation to save and load the models. The max_to_keep flags
determine the maximum number of the saved models that the TensorFlow
keeps and its default is set to ‘5’ by TensorFlow. The
session is run in order to initialize all the variable which is
necessary. Finally, train_evaluation function is
provided to run the training/testing phase.




Training Operations

The training function is as below:

from __future__ import print_function
import tensorflow as tf
import numpy as np
import progress_bar
import os
import sys

def train(sess, saver, tensors, data, train_dir, finetuning,
                num_epochs, checkpoint_dir, batch_size):
    """
    This function run the session whether in training or evaluation mode.
    :param sess: The default session.
    :param saver: The saver operator to save and load the model weights.
    :param tensors: The tensors dictionary defined by the graph.
    :param data: The data structure.
    :param train_dir: The training dir which is a reference for saving the logs and model checkpoints.
    :param finetuning: If fine tuning should be done or random initialization is needed.
    :param num_epochs: Number of epochs for training.
    :param checkpoint_dir: The directory of the checkpoints.
    :param batch_size: The training batch size.

    :return:
             Run the session.
    """

    # The prefix for checkpoint files
    checkpoint_prefix = 'model'

    ###################################################################
    ########## Defining the summary writers for train /test ###########
    ###################################################################

    train_summary_dir = os.path.join(train_dir, "summaries", "train")
    train_summary_writer = tf.summary.FileWriter(train_summary_dir)
    train_summary_writer.add_graph(sess.graph)

    test_summary_dir = os.path.join(train_dir, "summaries", "test")
    test_summary_writer = tf.summary.FileWriter(test_summary_dir)
    test_summary_writer.add_graph(sess.graph)

    # If fie-tuning flag in 'True' the model will be restored.
    if finetuning:
        saver.restore(sess, os.path.join(checkpoint_dir, checkpoint_prefix))
        print("Model restored for fine-tuning...")

    ###################################################################
    ########## Run the training and loop over the batches #############
    ###################################################################
    for epoch in range(num_epochs):
        total_batch_training = int(data.train.images.shape[0] / batch_size)

        # go through the batches
        for batch_num in range(total_batch_training):
            #################################################
            ########## Get the training batches #############
            #################################################

            start_idx = batch_num * batch_size
            end_idx = (batch_num + 1) * batch_size

            # Fit training using batch data
            train_batch_data, train_batch_label = data.train.images[start_idx:end_idx], data.train.labels[
                                                                                        start_idx:end_idx]

            ########################################
            ########## Run the session #############
            ########################################

            # Run optimization op (backprop) and Calculate batch loss and accuracy
            # When the tensor tensors['global_step'] is evaluated, it will be incremented by one.
            batch_loss, _, train_summaries, training_step = sess.run(
                [tensors['cost'], tensors['train_op'], tensors['summary_train_op'],
                 tensors['global_step']],
                feed_dict={tensors['image_place']: train_batch_data,
                           tensors['label_place']: train_batch_label,
                           tensors['dropout_param']: 0.5})

            ########################################
            ########## Write summaries #############
            ########################################

            # Write the summaries
            train_summary_writer.add_summary(train_summaries, global_step=training_step)

            # # Write the specific summaries for training phase.
            # train_summary_writer.add_summary(train_image_summary, global_step=training_step)

            #################################################
            ########## Plot the progressive bar #############
            #################################################

            progress = float(batch_num + 1) / total_batch_training
            progress_bar.print_progress(progress, epoch_num=epoch + 1, loss=batch_loss)

        # ################################################################
        # ############ Summaries per epoch of training ###################
        # ################################################################
        train_epoch_summaries = sess.run(tensors['summary_epoch_train_op'],
                                         feed_dict={tensors['image_place']: train_batch_data,
                                                    tensors['label_place']: train_batch_label,
                                                    tensors['dropout_param']: 0.5})

        # Put the summaries to the train summary writer.
        train_summary_writer.add_summary(train_epoch_summaries, global_step=training_step)

        #####################################################
        ########## Evaluation on the test data #############
        #####################################################

        # WARNING: In this evaluation the whole test data is fed. In case the test data is huge this implementation
        #          may lead to memory error. In presence of large testing samples, batch evaluation on testing is
        #          recommended as in the training phase.
        test_accuracy_epoch, test_summaries = sess.run([tensors['accuracy'], tensors['summary_test_op']],
                                                       feed_dict={tensors['image_place']: data.test.images,
                                                                  tensors[
                                                                      'label_place']: data.test.labels,
                                                                  tensors[
                                                                      'dropout_param']: 1.})
        print("Epoch " + str(epoch + 1) + ", Testing Accuracy= " + \
              "{:.5f}".format(test_accuracy_epoch))

        ###########################################################
        ########## Write the summaries for test phase #############
        ###########################################################

        # Returning the value of global_step if necessary
        current_step = tf.train.global_step(sess, tensors['global_step'])

        # Add the counter of global step for proper scaling between train and test summaries.
        test_summary_writer.add_summary(test_summaries, global_step=current_step)

    ###########################################################
    ############ Saving the model checkpoint ##################
    ###########################################################

    # # The model will be saved when the training is done.

    # Create the path for saving the checkpoints.
    if not os.path.exists(checkpoint_dir):
        os.makedirs(checkpoint_dir)

    # save the model
    save_path = saver.save(sess, os.path.join(checkpoint_dir, checkpoint_prefix))
    print("Model saved in file: %s" % save_path)


    ############################################################################
    ########## Run the session for pur evaluation on the test data #############
    ############################################################################
def evaluation(sess, saver, tensors, data, checkpoint_dir):

        # The prefix for checkpoint files
        checkpoint_prefix = 'model'

        # Restoring the saved weights.
        saver.restore(sess, os.path.join(checkpoint_dir, checkpoint_prefix))
        print("Model restored...")

        # Evaluation of the model
        test_accuracy = 100 * sess.run(tensors['accuracy'], feed_dict={tensors['image_place']: data.test.images,
                                                                       tensors[
                                                                           'label_place']: data.test.labels,
                                                                       tensors[
                                                                           'dropout_param']: 1.})

        print("Final Test Accuracy is %% %.2f" % test_accuracy)





The input parameters to the function are described in the comments. The summary writers are defined
separately for train and test phases. The program
checks if fine-tuning is desired then the model is loaded and the
operation will be continued afterward. The batches
are extracted from training data. For a single
training step, the model is evaluated on a batch of data and the model
parameter and weights will be updated. The model finally will be
saved.




Training Summaries and Results

The training loop saves the summaries in the train summary part. By
using the Tensorboard and pointing to the directory that the logs are
saved, we can visualize the training procedure. The loss and accuracy
for the train are depicted jointly as below:


[image: ../../../_images/loss_accuracy_train.png]
Figure 4: The loss and accuracy curves for training.



The activation of the last fully-connected layer will be depicted in the
following figure:


[image: ../../../_images/activation_fc4_train.png]
Figure 5: The activation of the last layer.



For the last layer, it is good to have a visualization of the
distribution of the neurons outputs. By using the histogram summary the
distribution can be shown over the whole training steps. The result is
as below:


[image: ../../../_images/histogram_fc4_train.png]
Figure 6: The histogram summary of the last layer.



Eventually, the test accuracy per step is plotted as the following curve:


[image: ../../../_images/test_accuracy.png]
Figure 7: Test Accuracy.



A representation of the terminal progressive bar for the training phase
is as below:


[image: ../../../_images/terminal_training.png]
Figure 8: The terminal in training phase.



Few things need to be considered in order to clarify the results:


	The initial learning rate by the Adam optimizer has been set to a
small number. By setting that to a larger number, the speed of
increasing the accuracy could go higher.However, this is not always the case. We deliberately set that to a
small number to be able to track the procedure easier.


	The histogram summaries are saved per each epoch and not per
step. Since the generation of histogram summaries is very
time-consuming, there are only generated per epoch of training.


	While the training is under process, per each epoch, an evaluation
will be performed over the whole test set. If the test set is too
big, isolated evaluation is recommended in order to avoid the memory
exhaustion issue.









Summary

In this tutorial, we train a neural network classifier using
convolutional neural networks. MNIST data has been used for simplicity
and its wide usage. The TensorFlow has been used as the deep learning
framework. The main goal of this tutorial was to present an easy
ready-to-use implementation of training classifiers using TensorFLow.
Lots of the tutorials in this category looks like to be too verbose in
code or too short in explanations. My effort was to provide a tutorial
to be easily understandable in the sense of coding and be comprehensive
in the sense of description. Some of the details about some
TensorFlow(like summaries) and data-input-pipeline have been ignored for
simplicity. We get back to them in the future posts. I hope you enjoyed
it.







          

      

      

    

  

    
      
          
            
  
Install TensorFlow from the source

The installation is available at TensorFlow [https://www.tensorflow.org/install/]. Installation from the source is recommended because the user can build the desired TensorFlow binary for the specific architecture. It enriches the TensoFlow with a better system compatibility and it will run much faster. Installing from the source is available at Installing TensorFlow from Sources [https://www.tensorflow.org/install/install_sources] link. The official TensorFlow explanations are concise and to the point. However. few things might become important as we go through the installation. We try to project the step by step process to avoid any confusion. The following sections must be considered in the written order.

The assumption is that installing TensorFlow in the Ubuntu using GPU support is desired. Python2.7 is chosen for installation.

NOTE Please refer to this youtube link [https://www.youtube.com/watch?v=_3JFEPk4qQY&t=2s] for a visual explanation.


Prepare the environment

The following should be done in order:



	TensorFlow Python dependencies installation


	Bazel installation


	TensorFlow GPU prerequisites setup








TensorFlow Python Dependencies Installation

For installation of the required dependencies, the following command must be executed in the terminal:

sudo apt-get install python-numpy python-dev python-pip python-wheel python-virtualenv
sudo apt-get install python3-numpy python3-dev python3-pip python3-wheel python3-virtualenv





The second line is for python3 installation.




Bazel Installation

Please refer to Bazel Installation [https://bazel.build/versions/master/docs/install-ubuntu.html].

WARNING: The Bazel installation may change the supported kernel by the GPU! After that you may need to refresh your GPU installation or update it, otherwise, you may get the following error when evaluating the TensorFlow installation:

kernel version X does not match DSO version Y -- cannot find working devices in this configuration





For solving that error you may need to purge all NVIDIA drivers and install or update them again. Please refer to CUDA Installation [https://github.com/astorfi/CUDA-Installation] for further detail.




TensorFlow GPU Prerequisites Setup

The following requirements must be satisfied:



	NVIDIA’s Cuda Toolkit and its associated drivers(version 8.0 is recommended). The installation is explained at CUDA Installation [https://github.com/astorfi/CUDA-Installation].


	The cuDNN library(version 5.1 is recommended). Please refer to NIDIA documentation [https://github.com/astorfi/CUDA-Installation] for further details.


	Installing the libcupti-dev using the following command: sudo apt-get install libcupti-dev










Creating a Virtual Environment (Optional)

Assume the installation of TensorFlow in a python virtual environment is desired. First, we need to create a directory to contain all the environments. It can be done by executing the following in the terminal:

sudo mkdir ~/virtualenvs





Now by using the virtualenv command, the virtual environment can be created:

sudo virtualenv --system-site-packages ~/virtualenvs/tensorflow





Environment Activation

Up to now, the virtual environment named tensorflow has been created. For environment activation, the following must be done:

source ~/virtualenvs/tensorflow/bin/activate





However, the command is too verbose!

Alias

The solution is to use an alias to make life easy! Let’s execute the following command:

echo 'alias tensorflow="source $HOME/virtualenvs/tensorflow/bin/activate" ' >> ~/.bash_aliases
bash





After running the previous command, please close and open terminal again. Now by running the following simple script, the tensorflow environment will be activated.

tensorflow





check the ``~/.bash_aliases``

To double check let’s check the ~/.bash_aliases from the terminal using the sudo gedit ~/.bash_aliases command. The file should contain the following script:

alias tensorflow="source $HO~/virtualenvs/tensorflow/bin/activate"





check the ``.bashrc``

Also, let’s check the .bashrc shell script using the sudo gedit ~/.bashrc command. It should contain the following:

if [ -f ~/.bash_aliases ]; then
. ~/.bash_aliases
fi










Configuration of the Installation

At first, the Tensorflow repository must be cloned:

git clone https://github.com/tensorflow/tensorflow





After preparing the environment, the installation must be configured. The flags of the configuration are of great importance because they determine how well and compatible the TensorFlow will be installed!! At first, we have to go to the TensorFlow root:

cd tensorflow  # cd to the cloned directory





The flags alongside with the configuration environment are demonstrated below:

$ ./configure
Please specify the location of python. [Default is /usr/bin/python]: /usr/bin/python2.7
Please specify optimization flags to use during compilation when bazel option "--config=opt" is specified [Default is -march=native]:
Do you wish to use jemalloc as the malloc implementation? [Y/n] Y
jemalloc enabled
Do you wish to build TensorFlow with Google Cloud Platform support? [y/N] N
No Google Cloud Platform support will be enabled for TensorFlow
Do you wish to build TensorFlow with Hadoop File System support? [y/N] N
No Hadoop File System support will be enabled for TensorFlow
Do you wish to build TensorFlow with the XLA just-in-time compiler (experimental)? [y/N] N
No XLA JIT support will be enabled for TensorFlow
Found possible Python library paths:
  /usr/local/lib/python2.7/dist-packages
  /usr/lib/python2.7/dist-packages
Please input the desired Python library path to use.  Default is [/usr/local/lib/python2.7/dist-packages]
Using python library path: /usr/local/lib/python2.7/dist-packages
Do you wish to build TensorFlow with OpenCL support? [y/N] N
No OpenCL support will be enabled for TensorFlow
Do you wish to build TensorFlow with CUDA support? [y/N] Y
CUDA support will be enabled for TensorFlow
Please specify which gcc should be used by nvcc as the host compiler. [Default is /usr/bin/gcc]:
Please specify the Cuda SDK version you want to use, e.g. 7.0. [Leave empty to use system default]: 8.0
Please specify the location where CUDA 8.0 toolkit is installed. Refer to README.md for more details. [Default is /usr/local/cuda]:
Please specify the cuDNN version you want to use. [Leave empty to use system default]: 5.1.10
Please specify the location where cuDNN 5 library is installed. Refer to README.md for more details. [Default is /usr/local/cuda]:
Please specify a list of comma-separated Cuda compute capabilities you want to build with.
You can find the compute capability of your device at: https://developer.nvidia.com/cuda-gpus.
Please note that each additional compute capability significantly increases your build time and binary size.
[Default is: "3.5,5.2"]: "5.2"






	NOTE:

	
	The cuDNN version must be exactly determined using the associated files in /usr/local/cuda


	The compute capability is spesified related the available GPU model in the system architecture. For example Geforce GTX Titan X GPUs have compute capability of 5.2.


	Using bazel clean is recommended if re-configuration is needed.






	WARNING:

	
	In case installation of the TwnsorFlow in a virtual environment is desired, the environment must be activated at first and before running the ./configure script.









Test Bazel (Optional)

We can run tests using Bazel to make sure everything’s fine:

./configure
bazel test ...










Build the .whl Package

After configuration of the setup, the pip package needs to be built by the Bazel.

To build a TensorFlow package with GPU support, execute the following command:

bazel build --config=opt --config=cuda //tensorflow/tools/pip_package:build_pip_package





The bazel build command builds a script named build_pip_package. Running the following script build a .whl file within the ~/tensorflow_package directory:

bazel-bin/tensorflow/tools/pip_package/build_pip_package ~/tensorflow_package








Installation of the Pip Package

Two types of installation can be used. The native installation using system root and the virtual environment installation.


Native Installation

The following command will install the pip package created by Bazel build:

sudo pip install ~/tensorflow_package/file_name.whl








Using Virtual Environments

At first, the environment must be activation. Since we already defined the environment alias as tensorflow, by the terminal execution of the simple command of tensorflow, the environment will be activated. Then like the previous part, we execute the following:

pip install ~/tensorflow_package/file_name.whl






	WARNING:

	
	By using the virtual environment installation method, the sudo command should not be used anymore because if we use sudo, it points to native system packages and not the one available in the virtual environment.


	Since sudo mkdir ~/virtualenvs is used for creating of the virtual environment, using the pip install returns permission error. In this case, the root privilege of the environment directory must be changed using the sudo chmod -R 777 ~/virtualenvs command.













Validate the Installation

In the terminal, the following script must be run (in the home directory) correctly without any error and preferably any warning:

python
>> import tensorflow as tf
>> hello = tf.constant('Hello, TensorFlow!')
>> sess = tf.Session()
>> print(sess.run(hello))








Common Errors

Different errors reported blocking the compiling and running TensorFlow.



	Mismatch between the supported kernel versions: This error mentioned earlier in this documentation. The naive solution reported being the reinstallation of the CUDA driver.


	ImportError: cannot import name pywrap_tensorflow: This error usually occurs when the Python loads the tensorflow libraries from the wrong directory, i.e., not the version installed by the user in the root. The first step is to make sure we are in the system root such that the python libraries are utilized correctly. So basically we can open a new terminal and test TensorFlow installation again.


	ImportError: No module named packaging.version": Most likely it might be related to the pip installation. Reinstalling that using python -m pip install -U pip or sudo python -m pip install -U pip may fix it!










Summary

In this tutorial, we described how to install TensorFlow from the source which has the advantage of more compatibility with the system configuration. Python virtual environment installation has been investigated as well to separate the TensorFlow environment from other environments. Conda environments can be used as well as Python virtual environments which will be explained in a separated post. In any case, the TensorFlow installed from the source can be run much faster than the pre-build binary packages provided by the TensorFlow although it adds the complexity to installation process.
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